Factors Influencing Effectiveness in Automated Essay Scoring with LSA
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Abstract. This paper addresses the ongoing discussion on influencing factors of automatic essay scoring with latent semantic analysis (LSA). Throughout this paper, we contribute to this discussion by presenting evidence for the effects of the parameters text pre-processing, weighting, singular value dimensionality and type of similarity measure on the scoring results. We benchmark this effectiveness by comparing the machine assigned with human assigned scores in a real world case. The paper shows, that each of the identified factors significantly influences the quality of automated essay scoring, but the factors are not to be independent of each other.

Introduction

Computer assisted assessment in education has a long tradition. While early experiments on grading free text responses – run during the Project Essay Grade (PEG) by Page [1] already in 1966 – were carried out on punched cards and had predominantly been syntactical in nature, research today focuses on emulating a human-semantic understanding, backed up by hitherto unknown computing power. Semantic understanding in this case refers to judging the meaning of written essays against them being an exhaustive and satisfying response to an issued question. However, according to Whittington and Hunt [2], free text assessment is a complex and fundamentally subjective process. Several findings report the correlation in grade attribution between two human assessors to be located around 0.6 (cf. e.g. [3]).

Landauer et al. [4] were able to show that by combining the vector model of a document-term-space with singular value decomposition (SVD, a two mode factor analysis) – a method they named ‘latent semantic analysis’ (LSA) –, grade ranges similar to those awarded by human graders can be produced. Several stages in this process leading from raw input documents to the machine assigned scores allow for optimisations, many of them in common with other application areas of latent semantic analysis and indexing.

The process of auto-scoring can be divided in six sub-steps: textbase selection, text pre-processing, weighting, calculation of the SVD and correlation measurement. However, contradicting claims can be found concerning the adjustment of influencing factors of these steps.

Perfetti [5], for example, argues for more reliable results with a larger corpus size (input documents). On the other hand, Landauer et al. [6] were able to successfully apply LSA to a corpus with only nine documents.

Nakov [7] reports the best results with a raw term frequency applied as local weighting scheme, whereas Dumais [8] finds a logarithmized term frequency suiting best.
Dimensionality is seen quite different by authors. Dumais [8] sticks to the magical number of 100, whereas Graesser et al. [9] suggest the use of 100 to 300 dimensions. Nakov [7] detects the number of dimensions to vary from 50 to 1500.

Conclusions on how to calibrate an LSA essay scoring process can hardly be drawn from these statements. Furthermore, these examples indicate that identifying the perfect calibration is complex and tightly coupled to the purpose the application serves.

In this contribution we describe and conduct an experiment on varying influence factors and their optimisation within the application of essay scoring using LSA. As a side effect, we provide a proof-of-concept for a real world case with relatively small text-corpora in German. It is not our goal to automatically calculate grades, but to investigate the parameters driving the automated scoring of free text answers with LSA as a basis for automatic feedback and artificial tutoring.

The rest of the paper is structured as follows. In Section 1 we explicate what we understand by essay scoring and expose the algorithm and the setting with which the latent semantic analysis and the scoring process were performed. The methodology applied in this research is documented in Section 2. In Section 3 we explicate our hypothesis and describe the test design of our experiments. The resulting data is analysed in Section 5. Moreover, we review our hypothesis here. Section 5 gives an outlook on future research.

1. Automated Essay Grading with Latent Semantic Analysis (LSA)

1.1 Essays Grading

In opposite to multiple-choice tests, this paper addresses means of how to conduct (auto-) assessment of free text responses with latent semantic analysis (LSA). Hereby the problem of ‘feeding’ students the right answers, rather than actually testing their active knowledge (cf. Davies), can be avoided.

In accordance with Stalnaker [10] we define an essay to be “… a test item which requires a response composed by the examinee, usually in the form of one or more sentences, of a nature that no single response or pattern of responses can be listed as correct”.

Automatic essay scoring furthermore means, that not only a human person skilled or informed in the subject is capable of performing the marking, but – beyond Stalnaker – that a machine can successfully emulate human scoring. In our view this requires an expert skilled or informed in the subject to invest knowledge, and a knowledge engineer to set up a system that is capable of using this represented knowledge to assess incoming essays in respect to their quality and accuracy.

1.2 Latent Semantic Analysis (LSA)

Derived from latent semantic indexing, LSA is intended to enable the analysis of semantic structure of texts [6]. The basic idea behind LSA is that a collocation of terms of a given document-term-space reflects a higher-order – latent semantic – structure, which is obscured by word usage (e.g. synonyms or ambiguities). By using conceptual indices that are derived statistically via a truncated singular value decomposition, this variability problem can be overcome (cf. [11]).
A document-term-matrix is constructed from a given text base of $n$ documents containing $m$ terms (see $M$ in figure 1). This matrix $M$ of the size $m \times n$ is then resolved by the singular value decomposition into the term vector matrix $T$ (constituting the right singular vectors), the document vector matrix $D$ (constituting the right singular vectors) being both orthonormal and the diagonal matrix $S$. Multiplying the truncated matrices $T_k$, $S_k$ and $D_k$ results in a new matrix $M_k$ which is the least-squares best fit approximation of $M$ with $k$ singular values.

In case column 1 of $M_k$ constitutes the document vector of a perfect essay (a ‘golden’ essay) and column 6 of $M_k$ were an essay to be graded, the grade could be calculated as the correlation between these two vectors.

To keep the essays that are to be tested from influencing the factor distribution, they can be folded-in afterwards by calculating their pseudo document vector $m_i$ in $M_k$ as follows in equation 1 and 2 (cf. [11]):

1. $d_i = v^T T_k S_k^{-1}$
2. $m_i = T_k S_k d_i^T$

The document vector $v^T$ in equation 1 is identical to an additional column of $M$ with the term frequencies of the essay to be folded-in. $T_k$ and $S_k$ are the truncated matrices from an SVD applied on a given text collection used to construct the latent semantic space. For essay scoring the text collection usually consists of text book sections, model answers, glossary entries, generic texts, and the like (cf. [6], [9]).

2. Methodology

Automatic essay scoring with a software programme allows us to alter the settings of the suspected influencing factors, we adopted for an experimental approach. An experiment tries to explore the cause-and-effect relationship where causes can be manipulated to produce different kinds of effects [12].

For our experiments we used a real world text corpus of students’ answers to a marketing exam question. The corpus consisted of 43 files, which were pre-graded by a human assessor with points from 0 to 5. We assumed that every point is of the same value. So, when summed up, the resulting scale of the total scores is equidistant in its value representation.

The essays were in average 56.4 words long. From the text corpus three ‘golden essays’ were taken to compute the correlation for the remaining essays. To build the SVD we used a marketing glossary consisting of 302 files, each file containing one glossary entry. The glossary is part of the course material offered via our e-learning application learn@WU of our university. The average length of the glossary entries was 56.1 words.

This enabled us to compare machine assigned scores (our dependent variables) to the human assessed scores by measuring their correlation. By changing consecutively and ceteris paribus the influencing factors (our independent variables) we investigated their influence on the score correlation.
3. Hypothesis and Test Design

We conducted several tests addressing four aspects that have proven to show great influence on the functionality and effectiveness of LSA: (1) the pre-processing of the input text, (2) the use of weighting-schemes, (3) the choice of dimensionality, and (4) the applied similarity measure (see figure 2).

Figure 2. Considered influencing factors.

3.1 Document pre-processing

Document pre-processing is a common procedure in information retrieval and comprises several text operations such as lexical analysis, use of stop-word lists, stemming, selection of index terms, and construction of thesauri [13].

For our purpose we focused on the elimination of stop-words and stemming. We used a stop-word list with 373 German terms. As stemmer we applied Porter’s Snowball stemmer. Although research shows that document pre-processing in general yields better results for information retrieval this is not necessarily true for LSA. In their experiments Nakov et al. [14] obtained better overall results when removing stop-words but a significant improvement for stemming was only found in one case. This supports the hypotheses that the removal of stop-words improves LSA, whereas the use of stemming-algorithms does not.

The effects of pre-processing were assessed by testing the corpus with and without stemming as well as with and without stop-word removal. Furthermore, we tested the combination of stemming and stop-word removal. For the succeeding tests, we used the raw matrix as default.

3.2 Weighting-Schemes

Weighting-schemes have shown to have the most extensive influence on the effectiveness of LSA. Several weighting-schemes – both local and global – have been tested for various languages and applications of LSA yielding best results for the logarithm as the local, and the entropy as the global weighting [e.g. 8, 15]. We have every reason to assume that these results will also hold true for the German language and for the automated scoring of essays.

For testing the influence of weighting-schemes on LSA we combined three local (raw term-frequency, logarithm, and binary) and three global (normalization, inverse document-frequency, and entropy) weightings. We also performed tests without any global weighting, leading to $3 \times 4 = 12$ test runs. As default we used the raw term frequency.
3.3 Choice of Dimensionality

Among other factors the choice of dimensionality has a significant impact on the results of any distance measurement conducted on the vector space of the underlying data. After the application of the singular value decomposition on the original term-document matrix, a reduced matrix is reconstructed using only the k-largest singular values. This aims at an approximation to the original vector space by a reduction of the dimensionality. This approach captures the most important structure inherent in the original matrix, reducing noise and variability in word usage [11]. In this paper we consider the following possibilities to determine to number of selected factors in the approximated vector space:

- **Percentage of cumulated singular values**: Using a normalized vector of cumulated singular values we can sum up singular values until we reach a specific value. In our paper we suggest to use 50%, 40% and 30% of the cumulative summed up singular values.

- **Absolute value of cumulated singular values equals number of documents**: With this approach the sum of the first $k$ singular values factors equals the number of documents $n$ used in the analysis.

- **Percentage of number of terms**: Alternatively the number of used factors can be determined by a fraction of used terms. Typical fractions are 1/30 or 1/50.

- **Fixed number of factors**: A less sophisticated and inflexible approach is to use a fixed number of factors, e.g. 10 factors. The number has to be determined depending on the underlying text corpus.

With the variation of dimensionality of the reduced vector space we expect to gain information on which approach of choosing the dimensionality fits best our requirements in the realm of automated test assessment. As a standard value we will be using the fixed number of 10 factors, which we expect to work out best.

3.4 Similarity Measures

Finally, we tested three similarity measures: the Pearson-correlation, Spearman’s $r$ and the cosine. As the cosine is the most commonly used measure for comparing LSA-vectors and usually works best for information retrieval [16] we also expect it to yield the best results.

4. Reporting Results

The results of our test series can be seen in the following tables 1–4. As we expected, stop-word removal proved best (see table 1), but – against our hypothesis – results can be slightly improved further by combining it with stemming. However, stemming alone reduced the performance in scoring correlations with the human assessed scores. With the parameters of the remaining influencing factors weighting, dimensionality and correlation measurement being set to the default values as stated above, the resulting scores of stop-word removal and the combination of stopping and stemming correlate on level below 0.05 significantly with the human scores.

For the next set of parameters in the weighting step we assumed, that as widely cited in the literature, logarithmized term frequencies as local weights multiplied by entropy would produce the best results. Compared to taking raw or binary frequencies as local weight, the logarithm seems to have hardly any influence at all. It produces slightly worse results than using the raw matrix, but minimally outperforms binary frequencies. However, all three local weights alone do not produce a significant correlation with the human scores. Within the
Falling short of our expectations, we found evidence in our seven tests about dimensionality, that calculating the number of dimensions as a share of the normalized and cumulated singular values helps to increase the effectiveness significantly on a level below 0.01, whereas the other methods failed to show significant influence: summing up singular values until they

<table>
<thead>
<tr>
<th>Kendall-Tau-b</th>
<th>Spearman-Rho</th>
</tr>
</thead>
<tbody>
<tr>
<td>share = 0.5</td>
<td>cor</td>
</tr>
<tr>
<td></td>
<td>sig</td>
</tr>
</tbody>
</table>
| share = 0.4   | cor          | .365(**), .332(**), .448(**), .419(**)
|               | sig          | .002, .006, .003, .005 |
| share = 0.3   | cor          | .334(**), .293(*), .407(**), .363(*)
|               | sig          | .005, .015, .007, .017 |
| ndocs 9       | cor          | .09, 0.11, 0.109, 0.157 |
|               | sig          | .452, .361, .487, .316 |
| 1/30 10       | cor          | .079, 0.118, 0.094, 0.151 |
|               | sig          | .51, .325, .548, .333 |
| 1/50 6        | cor          | .054, .325, .548, .333 |
|               | sig          | .652, .282, .736, .235 |
| fixed = 10    | cor          | .079, .118, 0.094, 0.151 |
|               | sig          | .51, .325, .548, .333 |

*) Correlation is significant on a level smaller than 0.05
**) Correlation is significant on a level smaller than 0.01

Table 3. Correlation between machine assigned and human assigned scores for each dimensionality calculus.

<table>
<thead>
<tr>
<th>Kendall-Tau-b</th>
<th>Spearman-Rho</th>
</tr>
</thead>
<tbody>
<tr>
<td>pearson</td>
<td>cor</td>
</tr>
<tr>
<td></td>
<td>sig</td>
</tr>
<tr>
<td>cosine</td>
<td>cor</td>
</tr>
<tr>
<td></td>
<td>sig</td>
</tr>
<tr>
<td>spearman</td>
<td>cor</td>
</tr>
<tr>
<td></td>
<td>sig</td>
</tr>
</tbody>
</table>

*) Correlation is significant on a level smaller than 0.05
**) Correlation is significant on a level smaller than 0.01

Table 4. Correlation for different similarity measures.
equal the number of documents, taking 1/30 or 1/50 of the number of singular values, and using the fixed number of 10 seem to be fairly bad estimations of a good number of dimensions to be applied. The share of 40% slightly outperforms the others.

Comparing the influence on effective correlation to the human scores of different similarity measures, choosing spearman’s rho worked out best. It was the only measure producing a correlation on a level below 0.01 with the human scores.

5. Conclusions and Future Work

In this paper we investigated the influencing factors on effectiveness in automatic essay scoring. Our results give evidence, that for the real world case we tested, the identified parameters drive the correlation of the machine assigned with the human scores. However, several recommendations on the adjustment of these parameters, which we extracted from literature, do not apply in our case. In fact, optimisations seem not to be independent of each other. Furthermore, we suspect that their adjustment strongly relies on the document corpus used as text base and on the essays to be assessed.

Nevertheless, significant correlations between machine and human scores could be discovered, which ensures, that the applied LSA method can be exploited to automatically create valuable feedback on learning success and knowledge acquisition.

Based on these first results, we intend to test the dependency of the parameter settings on each other for all possible combinations. Additionally, the stability of the results within the same discipline and in different contexts needs to be further examined. Furthermore, we intend to investigate scoring of essays not against best-practice texts, but against single aspects, as this would allow us to generate a more detailed feedback on the content of essays.
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