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Abstract. Human vision is a powerful yet highly efficient processing
system. Drawing on an extensive review of empirical findings and theo-
retical foundations of human visual-spatial perception originating from
various disciplines, results of an in-depth analysis of the human visual
perception process will be presented.

Several stages in the visual pathway will be identified that segment into
processes in eye and retina, control processes for exploration and sam-
pling, processes in the primal visual cortex, feature detection, and, fur-
thermore, object recognition processes. Based on the review, a computa-
tional theory of human vision will be drafted with emphasis on developing
an architectural model.

The model introduced will couple enhanced perceptrons over an inter-
mediated layer, which is responsible for controlling exploration and sam-
pling, to primal feature decomposition modules. A feature based router
then is responsible for distributing this preprocessed input to concept
detector components. The architecture will allow both bottom-up and
top-down data flows. Moreover, it will facilitate ’lazy’ processing by in-
troducing means for focused, concept driven attention.

1 Introduction

Human visual-spatial perception is an active process of the brain starting with
primal processing already on the eye’s retina. Researchers from various disci-
plines (including among others psychology, cognitive science and neurology) up
to now have fairly well succeeded in segmenting this process into several different
stages. Vision itself, however, remains an eternal conundrum.

Visual-spatial perception (or ’vision’) can be defined as the process! of build-
ing an internal representation of an object, a scene, an event, and simply any
concept (or compilation thereof) in the mind of the beholder. This encompasses
entities or relations that are beliefed to exist in an external reality and that can
be derived by processing reflected light rays (or an absence thereof).

Besides visual charateristica of the objects, this process is shaped by the
human and individual anatomy (cf. Pfeiffer’s ’embodiment’ theses, [23]), prior

! Including the result of this process, cf. [27].



experiences, current task and context, expectations, aims, and self-regulatory
strategies (for the latter cf. [7, 32]). To rephrase this in a nutshell: already existing
activities? and the easiness of traversion of neuron connecting axons® both drive
the spreading of activations in the human brains neural net. The vision process
is, so to say, fundamentally 're-constructive’ in nature (cf. [25]).

In the remaining sections of this paper, the author will first analyse the
stages of the human vision process in more detail to, second, draft the outlines
of a model emulating the human approach of perception.

2 Human Vision

Starting with a Section on primal processing in the eye and the retina, a Section
on exploration and sampling through the motor movements of the eye will follow.
Moreover, an overview over the workflows to and in the primal visual cortex will
be given. These findings will result in a Section on (atomic) feature detection
which then will be investigated under the premises of (human) object recognition
theories.

2.1 Eye and Retina

The human eye is sensitive for lightwaves in the range between 400nm (violet)
and 700nm (red). The eye works in a manner similar to a camera. The cornea
bends the light beams through the pupil, the opening in the iris, to the retina
at the back of the eye. The iris thereby acts just like the apperture of a camera,
contracting when exposed to bright light (thus letting less light in) and expanding
when experiencing little light. The lense is responsible for focusing light to the
retina, thereby reflecting the picture upside down.

The retina consists of two types of photoreceptors: the cones, which respond
to colours (either red-, green- or blue-sensitive) and are mostly situated in the
centre of the retina, the so called fovea (cf. [19]). The second type of receptors
are the rods, which respond to brightness and can only be found outside the
fovea. The eye performs detailled distinctions only in the fovea, which covers
approximately the size of a thumb nail in an arm-length distance of the field
of sight. Outside the fovea, acuity decreases tremendously. However, stimuli in
these peripheral areas are processed and sensitivity to peripheral stimuli can
even be enhanced by training (cf. [12]).

The photoreceptors are connected through bipolar cells to ganglion cells
which communicate the sensory excitation to the brain (see figure 2.1, cf. [18],
[17],[21]). Usually several rods and cones together with horizontal cells converge
to one bipolar cell, which again converge with other bipolars into one ganglion.
Figure 2.1 shows (simplified) how on-bipolar cells and off-bipolar cells inhibit
respectively strengthen activations of surrounding cells (cf. [24]).

Horizontal cells and amacrine cells transmit signals laterally. Depending on
the input receptors, the signals are merged and converted into different (colour)

2 Which nodes are already active and are emitting/relaying action potentials?
3 Which trajectory is inhibatory, which is facilitating?



contrast signals. Amacrinal cells similarily show an antagonistic behavior. In
some cases, however, they react only to stimuli changes or show phasic behavior.

All receptors of a retinal ganglion cell form a receptive field of this cell. The
larger this field is, the fuzzier the perceived picture will be — as the origins of
impulses cannot be exactly identified. In the fovea these receptive fields are very
small and, accordingly, the resolution is very high.

Ganglions bundle input from the above mentioned layers into receptive fields,
either into an on-centre, into an off-centre or into an on-off-centre field type.
Moreover, they can be distinguised into transient (sensitive only to changes) and
sustained (i.e. sensitive constantly throughout the stimulation) cells. Taking into
account these different behaviors, ganglion cells can be functionally distinguished
— for example according to their sensitivity to colour antagonisms, luminance,
movement, directions, specific spatial frequencies, and others (cf. [18]).
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Fig. 1. Cross-Section of the Retina Fig. 2. Inhibition and Excitation
(Kolb) on the Retina (Pichler).

2.2 Exploration and Sampling

The sampling process with which the eye explores the field of sight consists of
fixations and saccades. Saccades are the rapid eye movements (approx. 25ms
duration) with which the high-resolution central field is pointed to the area of
desire. Fixations (and slow eye movements) of relatively long duration (300ms)
follow these extremly quick redirections.

Movement and focus are controlled by 'motor maps’ (residing in the Colliculi
Superiores), a kind of neural sketch-pad activated from the retina itself and from
regions of higher processing and cognition. Retina activation in these motor maps
for example aligns the eye’s orientations towards hard contrast changes. Acti-
vation from higher processing stages is top-down responsible for e.g. integrating
expectations or tasks.

2.3 The Primal Visual Cortex

The primal visual cortex (V1) gets input from the Chiasma Opticus, the crossing
of the nerve cells attached to the ganglions in the middle between retina and
primal visual cortex at the back of the brain.



The input is organised in two times three neuron layers responsible for red-
green antagonism, yellow-blue antagonism and luminance-antagonism, all for
each eye separate. Only about 10-20% of the stimuli from the retinal ganglion
cells reach the cortex.
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Fig. 3. Celltype connectivity. Fig. 4. Hypercolumns.
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The cortex combines both parts again, both hemispheres are connected by
the Corpus Callosum (see figure, cf. [14]). The primal visual cortex (V1) is parti-
tioned into six layers. The fourth layer receives input of the concentric receptive
fields originating from the retina. From there, several cells converge onto simple
cells. Simple cells are thus sensitive to bar-shaped (bars, lines, edges) light stim-
uli of a specific orientation. Simple cells converge onto complex cortex cells with
receptive fields similar to those of simple cells (see figure 3). However, they cover
a larger field of the retina (thus generating positional invariance) and they fire
most to moving lines (cf. [31]). Furthermore, other more complex types of cells
have been identified in the cortex, for example hypercomplex cells that respond
to lines of specific length or to combinations of orientations. Layer 4c¢ input cell
can be wired with many different simple cells.

The cortex is organised in hypercolumns: position columns are organised
retinotrop, i.e. their spatial distribution resembles the distribution in the retina.
Ocular dominance columns have a pinwheel structure (for the orientation sen-
sitivity, the so called orientation columns) and — at their centres — a colour
responsive blob (see figure 4).

2.4 Feature Detection

Starting with the processing in the hypercolumns, channels can be assumed
which split visual input data along their spatial frequencies into nine different
channels (see figure 5, cf. [11], [15],[16]). This acts just like the biological reali-
sation of a coarse fourier analysis. Figure 6 shows on the left the original picture
which is separated as described into its frequency channels. A revisualisation
of the first four low-frequency channels to the right shows that the human vi-
sion system perceives the dotted line on some of the channels as if they were
connected®. Not all features are processed simultaneously, e.g. usually colour is
processed quicker than shape and shape again is quicker than movement ([34]).

4 Wertheimer called this in his investigations in Gestalt laws the law of proximity.



500 WHAT STREAM WHERE STREAM
PFC PFC
> 200 - -
o Object plans Spatial plans
s Jd L and working and working
E 100 001 memory memory
=
2 50
Eﬁ g I IT I PPC
= i Spatially invariant Spatial
2 20 § object recognition and attention and
10- Lo.1 attention - tracking
54 1 va I msT I
3-D filling-in of Predictive Optic flow
binocular target navigation
24 surfaces and tracking and [+ and image
figure-ground background stabilization
T L T T 1 perception suppression
0102 05 1 2 5 10 20 50 I I V2
v2
SPATIAL FREQUENCY (cycles/degree) Depth 3-D boundary MT
selective and Enhancement of
capture and jon of motion direction
. . filling-in of Boundary. | occluding Formotion| 2Nd feature
Fig. 5. Frequency Channels (Gins- monocular | Soumer™ | 20qeg e | Eommeton| tracking signals
surfaces consistency | poundaries
burg).
vi I
Monocular | Stereopsis [ Motion
double- detection

opponent

processing
Rotina
andLON
| ion and discount illumi

Fig. 6. Original and revisualisa-
tion of four low frequency channels Fig.7. ‘What’- and ‘where’-
(Ginsburg). stream (Grossberg).

From the hypercolumns in the primal visual cortex, activations are spread to
the other areas of the brain (including the other areas of the visual cortex).

Further down, a ‘what’- and a ‘where’-stream can be differentiated (see fig-
ure 7, cf. [13]). The ‘what’-stream is responsible for object recognition, the
‘where’-stream localises where these objects and events are. The 'what’-stream is
assumed to be allocentric, i.e. object centered, with basically retinotrop organisa-
tion or at least resemblance, whereas the ‘where’-stream is organised egocentric,
i.e. observer centered.

2.5 Object Recognition

Object recognition theories have a long tradition in research on the human vi-
sion process (cf. [20], [4],[29],[28], [33],[14],[10], [13]). Object recognition theories,
according to Ullman ([30]), must be able to cope with four variability effects:
photometric effects, context effects®, effects of changing perspectives, and effects
of shape morphs®. By combining the above mentioned stream processing method
with Guided Search (an enhanced Feature Integration Theory, cf. [29], [28] and
[33]), these obstacles can be overcome. The coupling processes base on feature
bundles and, thereby, guide attention bottom-up. The other way round, expec-
tations lead to higher pre-activation of expected features (in the expected loca-
tions). Retinotrope feature maps split features according to their types, which are
then processed by the functional modules (as described in [13]). From there stim-
uli associate to the brain areas where memories reside. The short term memory

5 For example, whenever an object is partly hidden by another object.
5 For example, a sitting vs. a standing person.



is responsible for keeping relevant areas active (for more information on memory

see [1], [2], (3], [22], [5], [6], [8])-

3 A Computational Model of Human Vision

3.1 Enhanced Perceptrons: e-Ganglions

The first layer of an artificial vision system emulating human vision consists of
perceptron-like (cf. [26]) electronic ganglions (e-ganglions) that split the concen-
tric field of sight of a retina-equivalent into smaller, overlapping fields of sight
of ganglion-equivalents. All major types of circular receptive fields of the human
ganglions” in varying sizes have to be modeled. The various types of behavior
can be imitated with pattern matching algorithms. As a side-effect of this, some
photometric effects can be already eliminated in this layer. In figure 8, the over-
lapping receptive fields are represented as petals of the blossom unfolding around
the fixation points.
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3.2 Intermediate Layer I: Receptive Field Controller

The functional feature decomposition components register at the receptive field
controller in order to limit their input to a specified selection of all available data
fired by the e-ganglions. They can send down impulses (coming e.g. from higher
areas of cognition or from their own processing results) that impede or enhance
the activitations from the e-ganglions.

” Luminance-, red-green-, and blue-yellow antagonism with on-centre, off-centre, and
on-off-centre behavior, both in sustained and transient activation mode.



The receptive field controller acts as a router organising and forwarding the
e-ganglion output to the feature decomposition components (and between them).
Moreover, the controller sends data to the ‘'motor’ maps component to influence
exploration and sampling. Microtremors (very small movements of the fixation
point) ensure that pattern matching is not too sensitive to absolute positioning.

3.3 Primal Feature Decomposition

Fed from the receptive field controller, primal feature separation takes place
in the feature decomposition components. These, for example, imitate the fre-
quency band filtering mechanisms or the orientation splitting in the hyper-
columns of the visual cortex. Here again it is important to support not only
bottom up processing, but to facilitate top-down communication of activations
in order to drive exploration and sampling. This is especially neccessary, as in a
fixation period only a small (thumb-nail sized) clipping of the potential stimulus
material of a complete image will be processed.

The activations originating the receptive fields of the e-ganglions, which are
agglomerated by the mechanisms of the band width filtering process (and others),
are used to stimulate parts of models of concepts through the next intermedi-
ate layer, the intelligent feature router. When reaching a certain threshold level
in one of these components, they lead to a complete activation of the match-
ing model and to the recognition of a corresponding label, if the concept has
already been learnt. The compartments of the ‘what’- and ‘where’-stream de-
scribed above in figure 7 rest mainly in this layer. Some of them, however, have to
be interconnected or even serialized. For example the output of the four low fre-
quency channels (as depicted in the ‘G’-component in figure 8 resp. 6) converge
onto a primal feature detector that serves as preprocessor for a figure ground
separator component.

3.4 Intermediate Layer II: An Intelligent Feature Router

By introducing an intermediate bidirectional permissive layer between the crude
feature detection mechanisms and the components which emulate a specific par-
tial concept activation mechanism of the human long term memory, the way
for a distributed architecture is paved: without understanding, what actually is
processed, a feature router can be installed that forwards potentially interest-
ing material to specific detector components (in parallel or consecutively). The
other way round, detector components can send feature requests: they can emit
(spatially bound) mark-up of interesting features or regions within the field of
sight — top-down to the controller and the ‘motor’ map component. The router
may be rule-based, pattern-based or based on a trainable neural net.

A message channel ensures that information gained in one primal feature or
concept detector component can be accessed by the others.

3.5 Concept Detector Components

Concept detector components receive input from various primal feature detectors
(similarily to the components of the ‘what’- and ‘where’-stream). By driving
attention and focus top-down, first assumptions can be discarded or asserted
later on in the perception process. As the retinotrop perception favors lazy,
spot-oriented processing, many object recognition problems (see above) can be



avoided, especially context effects and shape morph effects. Several alternatives
arise considering the basic working process of a concept detector component.
Static and dynamic (=learning via a neural net) pattern matching mechanisms
compete with graph-based feature segmentation methods (cf. [9], [10]).

3.6 Controlling Exploration: Motor Maps

Motor maps are fed from both intermediate layers. They are not retinotrop but
have an egocentric field of sight resolution. They control where the next saccade
is pointing to and which location will be fixated. The motor map component
especially has to be coupled to components of a ‘where’-stream equivalent.

3.7 Learning an Ontology

To develop new concept detector components in a system implementing this
architectural model, the resulting (semantics-free) output of the feature decom-
position layer needs to be analysed. Especially, revisualising low-frequency filter
band information helps in the identification of course shapes. Combined with
information from the ‘motor’ map component that enables spatial localisation,
this can be used to find rules, build pattern algorithms or train a neural net
capable of matching the visual representations of the concept of desire.

4 Conclusion and Future Work

The human vision process has been described in detail. An model imitating
this vision process has been outlined. However, an important aspect for human
vision, the clocking, i.e. timing constraints in processing, remains uncovered.
Furthermore, the ’grammar’ (e.g. graphs) and ’vocabulary’ (e.g. visual variables)
of human vision at the interface of primal feature detection and concept detection
needs further investigation. Ways of automatic visual learning (e.g. based on
MPEGT shape mark-up) will additionally guide future research.
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